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Executive Summary: The objective is to determine the location(s) in any given oceanic area during different temporal periods where in situ sampling for Calibration/Validation (Cal/Val) provides the greatest improvement in retrieving accurate radiometric and derived product data (lowest uncertainties).  We present a method to merge satellite imagery with in situ samples, to determine the best in situ sampling strategy suitable for satellite Cal/Val efforts and to evaluate the present in situ location in terms of uncertainty indices. This analysis is required to determine if the present in situ sites are adequate for assessing the uncertainty and where additional sites and ship program should be located to improve Calibration/Validation (Cal/Val) procedures.
Our methodology uses satellite acquisitions to build a covariance matrix encoding the spatial-temporal variability of the area of interest. The covariance matrix is used in a Bayesian framework to merge satellite and in situ data providing a product with lower uncertainty. The best in situ location for Cal/Val efforts is retrieved using a design principle (A-optimum design) that looks for minimizing the estimated variance of the merged product. 
Satellite products include Sea Surface Temperature, Ocean Color products of water leaving radiance, chlorophyll, inherent and apparent properties (retrieved from AVHRR and MODIS satellite sensors). In situ measurements are obtained from mooring (such as AErosol RObotic NETwork-AERONET and/or Marine Optical Buoy-MOBY), from ship or from autonomous vehicle (such as Autonomous Underwater vehicle and/or Gliders).
To conclude we also present a user-friendly Graphical User Interface (GUI) that we have developed for operational use to merge satellite/aircraft acquisitions and in situ data and to generate uncertainty maps from the covariance analysis.
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A satellite covariance-based method to support ocean color calibration/validation activities
Giuliana Pennucci, Alberto Alvarez, Charles Trees
Abstract: Our focus is to determine the locations in a given ocean area where in situ sampling is more adequate to support Calibration/Validation (Cal/Val) procedures of satellite imagery. Methods to asses this capability can be performed though analyses of the spatial and temporal variability of ocean satellite products. Specifically merging remote sensing data with in situ measurements has become a standard procedure to increase the quality of satellite derived products. 
This report presents a merging procedure to determine if in a given ocean area the present in situ sites are adequate for assessing the uncertainty and to define where additional sites and ship program should be located. We present a method to evaluate the temporal covariance of satellite imagery and merge it with in situ samples to determine the best position in terms of optimum design. The approach makes use of satellite acquisitions to build a covariance matrix encoding the spatial-temporal variability of the area of interest. In particular, the covariance matrix is used in a Bayesian framework to estimate an oceanographic field by merging satellite and in situ samples. The best in situ location for Cal/Val procedures is retrieved using a design principle (A-optimum design) that looks for minimizing the estimated variance of the merged product. In this report well be described procedures to evaluate the covariance, to merge satellite (pixel integral) and in situ (point-like) measurements and to generate of uncertainty maps (from time-series satellite image). Once time these methodologies have been explained and done, the optimization of the number and location of in situ observations based on the uncertainty information will be discussed.

After a mathematical exploitation of our procedure to retrieve the covariance and to merge satellite with in situ data, we will show some results using time-series from Moderate-Resolution Imaging Spectroradiometer (MODIS) satellite and AErosol RObotic NETwork (AERONET) in situ sensors on the North-Adriatic site of Venice, Italy. Moreover we will explain in programs and details of the Graphical User Interface (GUI) that we have build to asses the locations of in situ sampling. 
Keywords: remote sensing, time-series, covariance, optimum design, ocean color.  
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1 
Introduction
With an increasing availability of satellite time-series imagery data of sea surface temperature (SST) and ocean color (e.g. from Moderate Advanced Very High Resolution Radiometer-MODIS, Visible Infrared Imager Radiometer System-VIIRS), it has become possible to monitor temporal and spatial variation of coastal and open water. These data improve greatly from the very limited spatial sampling offered by ship and in situ (such as buoy or boussole mooring) observations. 
Generally, merging remote sensing data with in situ measurements has become a standard procedure to increase the quality of satellite derived products. Conventionally, covariance analysis is applied to oceanographic and meteorological data sets to decompose space and time distributed data into modes ranked by their temporal variance, while optimum sampling analysis is applied to find adequate number and allocation of in situ data to improve satellite quality by reducing their observational error. 

In this report, different fields needed for implementing such concepts are studied and presented. In particular, we will explain:
· Techniques to evaluate the covariance from time-series of satellite imagery (in spatial and spatial-temporal domain); 
· A methodology to merge satellite and in situ measurements

· A method to generate uncertainty maps and uncertainty indices from the available time series images and historical information.
In continue these methodologies will be implemented on several optical data sets; in particular we focus the attention on satellite MODIS time-series water leaving radiances and several optical in situ platform, such as the AErosol RObotic NETwork - AERONET and the Marine Optical Buoy- MOBY platforms. 
Finally, we present a Graphical User Interface (GUI), written with MATLAB software, that implements the concepts studied and presented here. This GUI was developed to provide user friendly software that can be employed on different satellite products to asses the locations where in situ data should be collected in order to determine the uncertainty of using these data for their calibration and validation and to support Calibration/Validation (Cal/Val) procedures. The main goal of that GUI is to merge remote sensing data with the available in situ measurements to increase the quality of satellite derived products.
2 
Satellite and in situ data 

Before to present the methodologies and the algorithms developed during our study, it’s important to introduce the satellite and in situ platforms that we have used. 
Satellite images 

The daily satellite images used in this report were collected from the Moderate Advanced Very High Resolution Radiometer (MODIS) on AQUA satellite (archived by NURC,) and from the Advanced Very High Resolution Radiometer – AVHRR. In particular we focus the attention on AVHRR Sea Surface Temperature (SST) products and on Ocean Color products of normalized water leaving radiance (nLw) at several wavelengths. All satellites images used here were corrected for distortion and registered to a map using the Lambert Projection (see paragraph 2.1.1 and Annex A for more details). The ground resolution was 1.1 Km at nadir for AVHRR sensor and 1 Km for MODIS sensor. 

2.1.1 The Lambert data Projection system 

A map projection is a mathematical model for conversion of locations from a three-dimensional earth surface to a two-dimensional map representation. This conversion necessarily distorts some aspect of the earth's surface, such as area, shape, distance, or direction. Every projection has its own set of advantages and disadvantages. There is no "best" projection. Some distortions of shape, scale, distance, direction, and area always result from these processes. Some projections minimize distortions in some of these properties at the expense of maximizing errors in others. Some projections are attempts to only moderately distort all of these properties. The most common planar representation of the earth is the Universal Transverse Mercator Projection (UTM), commonly used for medium and large scale maps. However one of the main disadvantages of that projection is that a full reference requires a zone number and easting and northing and the axes in adjacent zones are skewed, therefore problems arise when working across zone boundaries. Also there is no mathematical relationship between coordinates in one zone and those in an adjacent zone. The main parts of the areas of our interest span in two UTM zones (such as Italy and Black sea), therefore in these cases the UTM projection presents some implications because two maps of adjacent zones will not fit along their common border. For this reason, processing area that span two zones must make special arrangements such as use only one of the two projections, but in that case the distortions increase in the other zone. Because these reasons we have decide to use another type of projection that we consider more appropriate for our analysis: Lambert projection[2]. A detailed description of this projection will be provided in Annex A, together with the MATLAB function that implements this type of projection and that we have used to project MODIS and AVHRR satellite images.

2.1.2 Time series satellite data generation 

We have build monthly time series of SST (from AVHRR) and Normalized Water Leaving- nLw (from MODIS) data considering a box of about 30 by 30 kilometres around the area of interest (e.g. the in situ platform). It’s straightforward that just the cloud-free scenes can be included, excluding also noise or missing pixels. 
In order to establish the minimum amount of information that can be enough for our statistical analysis, we have evaluated the covariance field as a function of cloud cover [1]. The results show that the covariance analysis is directly dependent on clouds size/position, in the sense that the introduction of clouds causes a loss of information and decrease the correlation length (as expected). However, the validity of this consideration is directly related to the goodness of the realization of interest. On the basis of this analysis we have considered just cloud-free images or at list image with a cloud coverage coperture lesser than 10%.
In situ data 

Vicarious calibration is the process of combining data from satellite with data from in situ sensors and models to update and improve the system calibration of ocean color satellite sensors. These sites accumulate a large numbers of optical parameters (such as the water leaving radiance, nLw) that are used to evaluate the statistical uncertainty in the estimation of the derived calibration factors. During our study we focus the attention on two in situ platforms, the AErosol RObotic NETwork - AERONET and the Marine Optical Buoy- MOBY.
2.1.3 AErosol RObotic NETwork - AERONET 

The AERONET (AErosol RObotic NETwork) program is a federation of ground-based remote sensing aerosol networks established by NASA and LOA-PHOTONS (CNRS) and other national collaborators. The program provides a long-term, continuous and readily accessible public domain database of aerosol optical, mircrophysical and radiative properties for aerosol research and characterization, validation of satellite retrievals, and synergism with other databases. The network imposes standardization of instruments, calibration, processing and distribution. AERONET collaboration provides globally distributed observations of spectral aerosol optical Depth (AOD), inversion products, and precipitable water in diverse aerosol regimes. Aerosol optical depth data are computed for three data quality levels: Level 1.0 (unscreened), Level 1.5 (cloud-screened), and Level 2.0 (cloud screened and quality-assured). Inversions, precipitable water, and other AOD-dependent products are derived from these levels and may implement additional quality checks. The main important AERONET sites are displayed in Figure 1 and the data can be downloaded from here: http://aeronet.gsfc.nasa.gov
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Figure 1:  AERONET sites.

In particular, during our analysis we will focus the attention on the Venice Aqua Alta site that is located 13 KM of the cost of the Venetian lagoon (as in the following Figure).
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Figure 2:  The northern-East Italy coast region, showing the location of the AERONET site.
2.1.4 MOBY (Marine Optical Buoy)

The Marine Optical Buoy (MOBY) project supports the validation of satellite ocean color imagery data collected by MODIS and SeaWiFS sensors. MOBY is a 14-meter long buoy system developed and instrumented to measure upwelling radiance and downwelling irradiance at the sea surface and at three deeper depths (see Figure 3).   
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Figure 3:  The MOBT buoy.
Submarine light is transmitted by fiber optics to the MOBY spectrograph for continuous energy measurements at subnanometer resolution from 340 (ultraviolet) to 950 (near-infrared) nanometres.  Standard meteorological observations are collected concurrent with the submarine light measurements, and supplemental oceanographic measurements, such as natural phytoplankton fluorescence, are also collected.  MOBY transmits the collected data to Marine Optical Characterization Experiment (MOCE) Team members on a daily basis.  These data are then processed and made available to SeaWiFS and MODIS Ocean Science Team members. The data have been downloaded from the web (http://data.moby.mlml.calstate.edu).
We present the results retrieved from the Hawaii MOBY site that is located in 1200 m of water approximately 18 km from the west coast of the Hawaiian Island of Lanai (Figure 4). The mountains on the islands of Molokai, Lanai, and Maui provide a lee from the dominant trade winds, reducing the sea located swell and cloud cover at the site.
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Figure 4:  Hawaii region, showing the location of the MOBY site.
3 
Theoretical approach
Among satellite time-series images available they can be employed to build a covariance matrix encoding the spatial-temporal variability of the area of interest. In situ observational resources can then be adaptively distributed following the covariance-oriented criterion, to assign the best value of the in situ observed field at grid points of a regular grid coincident with the centers of satellite pixels. The best in situ location can be found implementing optimum design procedure, such as A-optimum design. 
In this Chapter we describe in detail the statistical analysis that we have developed, in particular the covariance and the merging procedures will be explained in paragraph 3.1, 3.2 and 3.3 while paragraph 3.4 will focus the attention on the optimum design criteria used in our study. Details on the MATLAB functions implementation and utilization can be found in Annex B.
3.1 Covariance (Spatial Domain)

Consider an oceanographic field  
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 measured from satellite at a given time and known observation error, Figure 5a. A statistical model of the image is required to merge satellite data with in situ observations. The simplest statistical model contemplates the field as a realization of a stochastic process with spatially constant mean and a Gaussian error with a given covariance. Unfortunately, this approach is not accurate when the region shows sharp fronts. Figure 5b reveals that the distribution of pixel values is not well represented by this model, therefore considering a mean field variable in space could be more appropriate. For this reason, a method has been developed to get the best decomposition of the observed field into a spatially varying mean 
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. The approach is based on an anisotrophic diffusion operator[1]:
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   (b)
Figure 5:  (a)  MODIS data from March 17th, 2009, in the Ligurian Sea. (b) Histogram of pixel values.
The main characteristic of the operator in equation (1) is that it preserves front structures. The integration time t and a constant K are obtained from an optimization process that looks for a residual field with kurtosis = 3, Skewness = 0 and Mean = 0 (Gaussian). Figures 6 a-c show the results obtained when this procedure is applied to the image displayed in Figure 5a.
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(c)
Figure 6:   (a) Mean field, (b) residual field and (c) histogram of residual values.
It’s important to point the attention on the residual field 
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that is hypothesized as a realization of an isotropic weakly stationary process. This assumption implies that its covariance is a function of the relative distance between two points:
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(2).
This property will allow one to compute uncertainties at different locations without the need of performing real measurements. Covariance Equation (2) is computed numerically and fitted to a covariance model (Gaussian, exponential, spherical, etc). 
In the following figure (7) we have displayed the covariance function for the data considered that presents a fitting law as in the following equation:

[image: image16.wmf](

)

1200

'

6

10

 

6

.

2

'

x

x

e

x

x

C

r

r

r

r

-

-

-

=

-

e







(3).

Notice that the value at zero spatial lag is obtained by extrapolating the curve from obtained from non-zero lags. This is the intrinsic variability in the model in the sense that it is independent of the sensor error. 
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Figure 7:  Covariance function in terms of the spatial lag obtained numerically (dots) and from the fitting model (solid and dashed lines).
A wavelike behavior of the covariance is observed for spatial lags bigger than 10 Km; this is a spurious effect of the longitudinally banded structure in the original image. 
3.2  Covariance (Spatial-Temporal Domain)
Consider an oceanographic field 
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 measured from satellite at a given time and known observation error, a generic satellite time-series can be represented as:
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The result of equation (4) is a three-dimensional grid that depends on the longitude (x), the latitude (y) and the time (t). This grid of data can be reshaped as a two-dimensional grid of M rows by N columns:


[image: image20.wmf])

,

(

N

M

T

T

MN

º









(5),
where M represents the number of spatially distributed points (the product of x by y) while N represents the number of points over the time (t). Using this representation, the covariance matrix (C) can be evaluated multiplying T by its transpose or vice versa depending on the size of the working dimension (space and time)[2]. In particular, if the data are sampled much more densely in space than in time (N < M), C is evaluated using the following formula:
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(6),
from which results a matrix of N rows by N columns. While, if M < N, C is retrieved using the following formula:
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(7),
from which results a matrix of M rows by M columns. 
Because the data used for our project have been retrieved from satellite acquisitions, they are much more densely in space than in time; therefore the covariance matrix will be evaluated implementing equation (6).

Before to show some results, it’s important to note that each element of the C matrix represents the correlation between two columns of T, in other words it represents the time correlation between two satellite pixels. The preliminary results from our simulations and real data have been show that C is also dependent on the sensor noise (satellite). For this reason we have study a methodology to remove the sensor noise dependence (supposing that it is known a priori), to make C independent from that noise. To achieve this, we have decomposed C in two orthogonal matrixes that verify the following equation:
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These matrices are the eigenvalues (V) and eigenvectors (D) of C; in particular, D is the canonical form of C (a diagonal matrix with C's eigenvalues on the main diagonal), while V is the modal matrix (its columns are the eigenvectors of C). These characteristic make possible to remove the sensor noise (
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where 
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 is a vector (of length
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) that contains the positive eigenvalues. Finally, replacing the negative eigenvalues with zero, the new covariance matrix can be evaluated using the formula:
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Merging procedure 

Remote sensing measurements (i.e. Normalized Water Leaving Radiances - nLw) provide the only global-scale focus on ocean color, particularly important in coastal regions where they can be used to identify features indicative of atmospheric corrections procedure and sediment transfer. 
Merging remote sensing data with in situ measurement is a standard procedure that allows increasing the quality of the satellite-derived product. The idea is to study the spatial-temporal variability of the satellite data and to distribute the in situ sample over the image following the covariance criterion. Therefore, once the covariance C has been obtained from Equation (10), a new field merging in situ and satellite data is retrieved maximizing the following probability distribution: 
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(11),
where 
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 represents the estimated pixel value, 
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 is the observation vector, H is the observation matrix and 
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is the observation error matrix. The first part in the exponential represents the likelihood density while the second product of matrices represents the a priori probability. The merging procedure is performed maximizing the a posteriori probability distribution; therefore the best estimation is represented by the field 
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(12).
The solution of Equation (12) represents the merged image. 

Before to present some results, it is important to point the attention on the fact that the merging technique can be applied on in situ measurements that verify the following conditions (exclusion criteria): 
· In situ and satellite acquisitions have to be measured at the same day and same time (or at least with +/-1 hour of difference);

· In situ acquisitions have to be taken with low wind condition (less than 12 ms) and when the solar zenith angle was lesser than 70 degrees.

· The satellite area has to be cloud free (or with a cloud coverage <lesser than 10-15%). This condition is important because we have demonstrate that covariance analysis is directly dependent on clouds size/position (amount of information), in the sense that the introduction of clouds causes a loss of information and decrease the correlation length (as expected). More details can be found in Reference [3]. 
Optimum design 
Sampling strategies of in situ observational resources driven by a design principle called A-optimality could substantially improve the accuracy of the final blended products. The scope of A-optimal designs is to minimize the spatial average variance of the estimated field with respect the sample locations. This approach can be used to identify the best locations of in situ sampling and to define where the in situ data should be collected in order to have the best results for Calibration and Validation of satellite products, for example to plan cruises or autonomous vehicles/ gliders missions. This optimal criterion will select locations in regions with low uncertainty and large spatial representation. Like other standard variance-oriented criteria in optimal experimental design, a covariance model must be known a priori. Satellite information could be employed to build a covariance matrix encoding the spatial-temporal variability of the area of interest. In situ observational resources could be adaptively distributed following the variance-oriented criterion, to assign the best values of the in situ observed fields at grid points of a regular grid coincident with the centres of satellite pixels. This procedure would ensure the optimality of merged products for limited in situ observational resources. The implementation of this technique was initially performed using a Genetic Algorithm (GA) that minimizes the process of natural evolution. This algorithm is iteratively used to search the best in situ position minimizing the variance of the retrieved solutions. The optimization problem was also investigate using a Simulated annealing (SA) strategy that is a generic probabilistic metaheuristic for the global optimization problem of locating a good approximation to the global optimum of a given function in a large search space. The retrieved optimization results from GA and from SA are comparable; therefore the SA method results more efficient in term of computation (faster) than GA.
3.2.1 An example of optimum design implementation 
As will be presented in details in Chapter 4, the knowledge of the annual spatial-temporal statistic of a particular area allows producing (for each month):

· Twelve Historical Maps; 

· Twelve Covariance; 

· Twelve Time-series means. 

These results have been used to characterize the “statistical behaviour” of the area for each month. We have defined a maximum covariance value (Pmax = 1/e ~ max probability) and we have considered just the covariance-pixels that are lower than Pmax. This procedure allows retrieving an Uncertainty Map (Figure 8) that represents the reduction of the satellite uncertainly (error) in a particular area. The in situ observational resources were adaptively distributed following the variance-oriented criterion, to assign the best values of the in situ observed fields at grid points of a regular grid coincident with the centres of satellite pixels. We define an Impact Map as the result of the merging between an in situ (with hypothetic latitude longitude position) and the Uncertainty Map, see figures below. As showed in Figure 9a and 9b, the Impact Map depends on the in situ position. In order to have number that represents this variation, we have defined an Impact Index that takes into account of the effective error reduction (due to the in situ) in a fixed area. In particular, we define an Image retrieved from the difference between the Uncertainty Map (Figure 10a and 10b), we consider a box-area (10 x 10 km) around the in situ and we fix a threshold (T) with the following value:
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If N represents the number of pixels and A represents the area of the considered box, the Impact Index can be defined as N/A*100. 
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Figure 8:  Uncertainty Map.
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Figure 9:  (a) Impact Index Map merging with an in situ placed in a low uncertainty area (<0.34) identified from Figure 1 (43.325N and 12.583E). (b) Impact Index Map merging with an in situ placed in a high uncertainty area (>0.48) identified from Figure 1 (43.35N and 12.45E).
Knowing the Impact Index of each possible in situ location allows one to identify which is the best placement in terms of Cal/Val activities.
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Figure 10:  (a) Image Difference and Impact Index result merging with an in situ placed in the low uncertainty area. (b) Image Difference and Impact Index result merging with an in situ placed in the high uncertainty area.
Uncertainty Index (UI)
The above presented approach is adequate when there is the possibility to plan the in situ sampling, however we also need to determine is the present in situ sites are adequate for assessing the uncertainty (such as MOBY, Aeronet and Gyre platforms). For this purposes we have defined an Uncertainty Index (UI) that can be used to have an absolute values that is independent on the geographic position and on the size of the considered area.

In particular, we have defined an index that relates the goodness of the measurements in a user defined location to respect (normalized) a reference site. The idea is to define a parameter that is independent on the size of the study area in order to provide an absolute value that can be used for several areas. This index is defined as a complex number:
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UI takes into account of two important parameters:
1. The goodness of the measurements to respect the reference site (g), for example 
g = 2 means that the performance of the new position is lower of a factor 2;

2. The area of influence of the retrieved result (s).
In order to have an absolute reference to relate the goodness of the study measurements, a reference in situ have to be defined. On the basis of our covariance-oriented analysis we have decided to use MOBY (Hawaii) as reference because it is in a homogeneous area and it’s the most used and tested platform. Using MOBY as reference (to normalize), equation (14) can be re-written as:
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· 
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In the following table we have listed the MOBY results (covariance and area) that have been used to retrieve the UI of the in situ of interest.

	MOBY
	COV
	Area [Km]

	Jan
	0.9532
	1321

	Feb
	0.9668
	1040

	Mar
	0.9771
	914

	Apr
	0.9144
	1426

	May
	0.9787
	480

	Jun
	0.7215
	782

	Jul
	0.7862
	701

	Aug
	0.9450
	1180

	Sep
	0.9951
	1222

	Oct
	0.988
	631

	Nov
	0.9270
	751

	Dec
	0.9453
	382


Table 1: MOBY reference table.
3.2.2 An example of UI implementation 

To better explain the UI index procedures, we present an example of implementation that has been retrieved to evaluate the AERONET performance on the Venice Aqua site using the available MODIS time-series (2005-2009) images.

· STEP 1. We have performed the statistical analysis of the MODIS water leaving radiance (nLw) for the month of February (2008 and 2009) to retrieve the Historical Covariance Map, the Covariance Matrix C and the time series mean (see Figure 13a, 13b and 13c respectively).

· STEP 2. From the C matrix, we have selected the i-row that corresponds to the in situ under analysis (AERONET). This value represents the correlation of AEROENT with the pixel around its area. This values has been also used to define the threshold
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(16),
that allows to identify the pixels with a bigger correlation and to quantify that area in terms of space (km). From this procedure we retrieve:
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Figure 11:  (a) Covariance Historical Map of February; (b) Covariance; (c) Time series mean.
· STEP 3. Using the MOBY reference values of February (Table 1), the UI index can be evaluated as follow:
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(19),
where the first terms represents the Historical Variability (Uncertainly) to respect MOBY performance, while the second means that the area of influence of AERONET is halved to respect MOBY. This analysis has been performed for each month, providing the UI listed in Table 2. 
	AERONET
	UI index

	Jan
	0.7576+j0.1528

	Feb
	0.9742+j0.4338

	Mar
	0.9800+j0.4200

	Apr
	1.0539+j0.2824

	May
	0.9877+j0.4333

	Jun
	1.2895+j0.7200

	Jul
	1.2388+j0.5669

	Aug
	1.0172+j0.4414

	Sep
	1.0100+j0.2700

	Oct
	0.9786+j0.7862

	Nov
	1.0673+0.6794

	Dec
	1.0247+j0.2907


Table 2: AERONET Uncertainty Indices.
To provide a better interpretation of these results, we define a “visualization” parameter that can be used to provide a sort of classification of the performance in terms of shape. We consider the reference site as a circle of radius one and we define an ellipse with the following properties:
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As reported in Figure 14, the results that have been retrieved using the above equations provide an immediate interpretation of the UI that allows classifying the AERONET performance comparing the shape of the month with the reference circle of MOBY. 
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Figure 12:  Venice Aqua Alta AERONET results using the visual representation that allows to build a sort of “top-list” in terms of better  performance: 1st October, 2nd November,3th May, 4th February, 5th June, 6th March, 7th July, 8th August, 9th December, 10th April, 11th September, 12th January.
4 
Data Processing results
In this chapter we present two applications of our methodologies that have retrieved for the project Calibration/Validation (Cal/Val) Plan for Oceans Environmental Data Records (ERDS) for the Visible Infrared Spectrometer (VIIRS) sensor on the Preparatory Project (NPP) and National Polar Orbiting Operational Environmental Satellite System (NPOESS). 
The focus of the analysis presented here is the evaluation of the covariance field in MODIS images to study the performance of two important in situ platforms: AErosol RObotic NETwork (AERONET) and Marine Optical Buoy (MOBY). The idea is to distribute the in situ observational resources following the variance-oriented criterion, to assign the best values of the in situ observed fields at grid points of a regular grid coincident with the centres of satellite pixels. This procedure would ensure the optimality of merged products for limited in situ acquisitions.

In the following two paragraphs we present the results (historical characterization) from the implementation of the procedures described above using MODIS time-series images. The objective is to monitor the temporal and spatial variation of these areas to evaluate the performance of the platform and to determine the best alternative location(s) (lowest uncertainties) for additional in situ sampling (for example using autonomous vehicles such as Gliders).
Venice Aqua Alta AERONET-OC results
The objective is to monitor the temporal and spatial variation of that area to evaluate the actual AERONET location and to determine the best location(s) (lowest uncertainties) for in situ sampling. For this purpose we have downloaded and processed daily MODIS imagery from January 2005 to December 2009, for a total of 2135 images. All the cloud free (<10%) images (438 images) were processed (and archived) focusing the attention on a box area of 30 by 30 km around the AERONET site (this size was fixed for the convenience of computation and analysis).  Each monthly time series were arranged into a two-dimensional array T(x, t), where x and t are the spatial and temporal indices. Because the data retrieved from MODIS are much more dense in space than in time (x>>t), the covariance matrix was evaluated implementing equation 10 for each month. To represent the monthly statistic analysis we focus the attention on the normalized water leaving radiance (nLw) at 547 nanometres and we have evaluate the mean of each time series and we also define a “Historical Covariance Map” that represents the pixel standard deviation of considered time-series, as resumed in Figure 13. Using this technique it’s possible to produce twelve Historical Covariance Maps that have been used to calibrate in situ data without satellite acquisitions but taking into account a “satellite statistical behavior”. Figure 14 shows the results retrieved from the month of January, the results of the other months are displayed in Annex C.
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Figure 13:  Data processing chain to perform a statistical analysis of the available MODIS time series images.
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Figure 14:   Statistical analysis for the month of January. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.

This approach can be used to identify the best locations of in situ sampling for the Venice selected area and to define where the in situ data should be collected in order to have the best results for calibration and validation of satellite products (for example to plan cruises or autonomous vehicles – gliders missions), as resumed in Figure 15.
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Figure 15:   AERONET-OC historical results.

As presented in Figure 15, these results show that the AERONET “best” locations are about 8.5 Km far to the actual AERONET position and are placed at SW of the platform. It’s important to note that the approach described above is adequate when there is the possibility to plan in situ sampling strategies (for example to plan cruises or autonomous vehicles – gliders missions); while the procedure described in paragraph 3.5 can be used for assessing the uncertainty ant to determine the performance of the present in situ site is adequate. 
Hawaii MOBY results
The second objective was to monitor the temporal and spatial variation of Hawaii area to evaluate the actual MOBY location and to determine the best location(s) (lowest uncertainties) for in situ sampling. For this purpose we have downloaded and processed daily MODIS imagery from January 2005 to December 2007, for a total of 1325 images. All the “clear” images (233 images) were processed and archived focusing the attention on a box area of 30 by 30 pixels (that for MODIS image means about 30 by 30 kilometres) around the MOBY site (this size was fixed for the convenience of computation and analysis). Each monthly time series were arranged into a two-dimensional array T(x, t), where x and t are the spatial and temporal indices. Because the data retrieved from MODIS are much more dense in space than in time (x>>t), the covariance matrix was evaluated implementing equation 10 for each month. . 
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Figure 16:   Data Processing chain to perform a statistical analysis on the available MODIS time series images on the Hawaii site.
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Figure 17:  Statistical analysis for the month of January. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.

As we did for the Venice site, we produce twelve Historical Covariance Maps that have been used to calibrate in situ data without satellite acquisitions but taking into account a “satellite statistical behavior” (in Figure 17 we have reported the results from the month of January, the rest of the month are in Annex C). Figure 18 shows the results from the identification of the best locations of in situ sampling using our A-optimum design methodology.
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Figure 18:  MOBY historical results.

Compared with AERONET, MOBY “best” results are more far (15 Km) to the actual MOBY position but are well spaced (around the station). This consideration can be due to the fact that the MOBY station is placed in a more homogeneous area.
5 
Operational Systems 
In this Chapter we describe how we have implemented the procedures described above to support the execution of a Calibration/Validation Plan for Oceans Environmental Data Records (EDRS) for the Visible Infrared Spectrometer (VIIRS) sensor on the preparatory Project (NPP) and National Polar Orbiting Operational Environmental Satellite System (NPOESS).
Specifically we present two Graphical User Interfaces (GUIs) that have been developed to assist in the spatial-temporal covariance processing of satellite and in situ data (paragraphs 5.1 and 5.2). Finally we present our web-site that has been developed to support the project in real-time when the VIIRS acquisitions will be available (launch date: October 25, 2011).

Graphical User Interface (GUI) – Spatial Domain
Our goal is to provide an user friendly software that can be employed on different satellite products to automatically perform our spatial covariance analysis and to merge the satellite data with the available in situ measurements. The GUI (attached to this report via CD) was written in Matlab language and it was implemented and tested using the MATLAB version 7.5.0.342 (R2007b) and R2010a on a Windows PC and MAC OS PS.

Our GUI toolbox can ingest several formats of satellite images (GTIFF, TIFF, HDF4, HDF5 or GRID files). To better explain its utilization we present an example of implementation (covariance analysis and merging) that has been retrieved using SST AVHRR image and an in situ track from the ship.

· STEP 1. Set the current directory in the GUI folder (MatGUIcov) to run the GUI from Matlab and launch the program run_improving_sat_info from the Command Window. The NURC GUI will appear as in Figure 19.
· STEP 2. Once time the image have been charged (Figure 20), in situ data (if available) can be loaded clicking on the button "Load in situ data". Figure 21 shows an example using a SST track performed by the N/R Alliance NATO vessel. 
· STEP 3. To explore the image and to define the area of interest you have to click on the "Zoom in" and the right mouse button can be used to select the region of interest (as in Figure 22). After that to define the sub area of interest for the processing (covariance evaluation), four corners have to be inserted. In this case we focus the attention on longitude from 8.7 to 10.7 (min and max Lon) and latitude from 43.2 to 44.7. 
· STEP 4. The Min/Max values of the color-scale are displayed automatically but they can be changed inserting the desired values on the lower part of the window, as in Figure 23).
· STEP 5. The button “Covariance” allows starting with the calculation of the spatial covariance. It’s important to note that, for a proper covariance analysis, we suggest a sub-area size no bigger than 60 x 60 pixels. The waiting calculation-time depends on the size of the selected area, the covariance results will be displayed in a GUI figure as presented in Figure 24a that displays the covariance length for the selected area.
· STEP 6. Once time the covariance have been evaluated, it is possible to merge the previously loaded in situ data with the original satellite images. Figure 24a displays the final results of merging. 
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Figure 19:  Matlab GUI for covariance estimation and merging.
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Figure 20:  Satellite data ingestion. Our GUI can read several formats of data, such as hdf4, hdf5, geotiff, tiff and grid data.

[image: image190.jpg]et

50 100 150 200 250 300 350 400 450



[image: image70.png]Load Satelite Data

Load in situ data

satn o1 |
s 05 |

Covariance

Display Merged Image

Latitude [deg]

46

45

&
S

&

S

4

40

2008.0820.1211.n18. sst. gtif

Longitude [deg]

18 20 2

To change the colormap insert here minimax values:

minLON

max LON

 mintaT

max LAT





Figure 21:  In situ data ingestion (a grid with latitude and longitude and data value). Satellite data ingestion. Our GUI can read several formats of data, such as hdf4, hdf5, geotiff, tiff and grid data. 
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Figure 22:  Zoom on the interest area to define the corners for the processing. The user has to define the sub area of interest on which the covariance will be evaluated. In this case we focus the attention on longitude from 8.7 to 10.7 (min and max Lon) and latitude from 43.2 to 44.7.
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Figure 23:  To better visualize shapes the color-scale have been re-defined between 22 and 28 degrees.
[image: image73.emf]Spurious correlations 

Intrinsic variability 

Spurious correlations 

Intrinsic variability 


[image: image74.png]Merging: MODIS and in situ





        

(a)       





(b)
Figure 24:  (a) The isotropic covariance is modelled by an exponential law. The intrinsic standard deviation of the field is 0.2 C and the e-folding distance around 7 Km (b) Black dots simulate a ship trajectory. 
A Semi-automated system for daily Cal/Val procedures 

This work was delivered to support the project Calibration/Validation (Cal/Val) Plan for Oceans Environmental Data Records (ERDS) for the Visible Infrared Spectrometer (VIIRS) sensor on the Preparatory Project (NPP) and National Polar Orbiting Operational Environmental Satellite System (NPOESS). In particular, NURC will provide support during the execution plans for a semi-automated system for daily calibration and validation procedures for VIIRS ocean products. This system will be operationally running after the launch of VIIRS on the NPP satellite. 

To provide interoperability during the experimentation, we have developed a web-site (http://geos3.nurc.nato.int/VIIRS) that defines our contribution to that project; in particular we describe how the VIIRS ocean data will be processed and evaluated and what kind of support and products will be delivered. We also describe on-going procedures and products that will be produced to evaluate and to monitor the NPP ocean EDR products and to provide feedback to the SDR team as to the accuracy of the ocean SDRs. Following launch of NPP, VIIRS Ocean EDRs will be evaluated against: 

· Legacy Ocean Color Products (such as MODIS and MERIS sensors); 
· In situ data (such as AERONET, MOBY). 

VIIRS data will be pulled from NRL every day. The “clear” (cloud coverage < 10-15%) imagery will be archived (VIIRS section) and processed at NURC running the Matlab GUI described in the previous paragraph that implements our techniques. Every two week, results from these analyses will be pushed back to SDR team that will be able to display and download products from our web-site. 

Our analysis will be focused on the following Golden Regions:
· Aeronet-OC sites (Venice and MVCO);
· Moorings: MOBY and Boussole; 

· Gyres. 
5.1.1 End-to-end process 

An end-to-end process being developed at the NATO research Centre as contribution to the semi-automated system for daily calibration and validation procedures for VIIRS ocean products. In particular: 
· Collecting Remote sensing data (e.g. from MODIS, MERIS and VIIRS); 
· Collecting in situ data (e.g. from AERONET or MOBY sensors); 

· Capture, processing and archiving the available information in a format that can be ingest in the Matlab GUI; 

· Covariance Processing (at NURC using our MATLAB GUI); 

· Uncertainty Index analysis (for the Golden region); 

· Integrating in situ data, if available, for merging;

· Display and discuss the final results to support the team in Cal/Val operations. 
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Figure 25:   End-to-end process developed at NURC. 

6 
Conclusion 
This report describes the development and the execution of a Calibration/Validation Plan for Oceans Environmental Data Records (EDRs) for the Visible Infrared Spectrometer (VIIRS) sensor on the Preparatory Project (NPP) and National Polar-Orbiting Operational Environmental Satellite System (NPOESS). Specifically, our methodologies will be used as support the for the Calibration Validation (Cal/Val) procedures of the Visible Infrared Spectrometer sensor - VIIRS proxy, that will be launched the 25th of October 2011.

We present methodologies to perform product retrieval uncertainties to estimate optimal in situ sampling strategies. In particular we have study a procedure for merging satellite data with in situ measurements to decrease the satellite error (due both to the sensor both to environmental effects). This methodology can be used to define the location where in situ data should be collected in order to determine the uncertainty of using these data for calibration and validation of satellite products. Satellite products include Sea Surface Temperature, Ocean Color products of water leaving radiance, chlorophyll, inherent and apparent properties (retrieved from AVHRR and MODIS satellite sensors). In situ measurements can be obtained from moorings (such as AErosol RObotic NETwork-AERONET and/or Marine Optical Buoy-MOBY), from ships or from autonomous vehicles (such as Autonomous Underwater vehicle and/or Gliders). 

We also present results from our present applications that have been retrieved to evaluate the calibration capabilities of pre-existing in situ platform and asses the location sampling to define where they should be collected to achieve the best calibration and validation of satellite products. In particular we have used MODIS time-series images on the AERONET-OC station in Venice (Acqua Alta) and on MOBY station in Hawaii. 
The covariance matrix of the available time-series was used in a Bayesian framework to estimate the best in situ location for Cal/Val efforts using a Simulated Anealling Algorithm and the resulting Historical Maps have been used to analyse those areas.
The results show that MOBY site is located in a more homogeneous area (Hawaii) to respect AERONET (Venice) providing higher performance; for this reason we decide to use this station as reference for our future analysis in order to provide an Uncertainty Index (UI) that can be used to have an absolute values that is independent on the geographic position and on the size of the considered area.
To conclude we have also presented how NURC will contribute to the execution plans for a semi-automated system for daily calibration and validation procedures for Visible Infrared Imager Radiometer System (VIIRS) ocean products; demonstrating our operability in the process (GUI) and deliver of products in real time (web-site). 
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Annex A
A.1 Lambert Conformal Conic Projection 

The mathematical process of mapping the curved and dimensional shape of the earth onto a plane is called projection. A projection is defined as different method to convert three to two dimensional positions and propose different ways to image the earth. However there are two of the more common projection types: cylindrical and conic projections.

· A cylindrical projection places the globe inside a cylindrical surface and project surface features onto the cylinder. That cylinder could touch the surface only along a great circle (tangent cylindrical projection) or could intersect the surface along two small circles (secant cylindrical projection). If the cylinder axis is perpendicular to the planet axis, it is a transverse cylindrical projection.

· A conic projection places the globe inside a cone. A tangent conic projection is one based on a cone that touches the surface of the globe along only one circle, while a a secant conic projection intersects the surface along two circles.

It’s well know that there are many ways of making the mathematical mapping to project the curved surface onto a plane and that all of these procedure introduce some distortions that have to be considered because they limit the utility to particular applications. 
The most common planar representation of the earth is the Universal Transverse Mercator Projection, commonly used for medium and large scale maps. However one of the main disadvantages of that projection is that a full reference requires a zone number and easting and northing and the axes in adjacent zones are skewed, therefore problems arise when working across zone boundaries. Also there is no mathematical relationship between coordinates in one zone and those in an adjacent zone. The main parts of the areas of our interest span in two UTM zones (such as Italy and Black sea), therefore in these cases the UTM projection presents some implications because two maps of adjacent zones will not fit along their common border. For this reason, processing area that span two zones must make special arrangements such as use only one of the two projections, but in that case the distortions increase in the other zone. Because these reasons we have decide to use another type of projection that we consider more appropriate for our analysis: Lambert projection. In LAMBERT approach, the earth is located in funnel such as one of semi-spheres is covered completely. As seen in figure A.1, the funnel should be opened to project the map as two dimensional phases.
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Figure A.1: The projection of the earth by LAMBERT approach.

In LAMBERT approach, the earth is located in funnel such as one of semi-spheres is covered completely. As seen in figure A.1, the funnel should be opened to project the map as two dimensional phases. In such method, by moving from equator to poles, latitude will be changed. So, to show points sent from GPS in digital map, that coordinate should be multiplied to a number, well known impressing coefficient. Such approach is useful for countries located in north semi-sphere, and for Italy-Venice for instance we have used this approach so far. Lambert developed the mathematics for both the spherical and ellipsoidal forms for two standard parallels.

A.1.1 Formulas for the sphere

Given R (radius of the sphere), the latitudes (
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A.1.2 Formulas for the ellipsoid

The ellipsoidal formulas are essential when applying the Lambert Conformal Conic to mapping a scale of 1:100000 or larger. Given a (equatorial radius), e (eccentricity of the ellipsoid), the reference latitudes (
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A.1.3 MATLAB function of the GUI 

In this paragraph we present the MATLAB function that implements the Lambert Conformal Conic Projection described in the previous section. The index refers to the type of projection (sphere, index = 1 (default); ellipsoid, index = 0).
function [x, y] = ll2lambert(lon0, lat0, lat1, lat2, lon, lat, index)
% This function implements the Lambert Conformal Conic Projection.
% NOTE THAT: lat > 0 --> north, lat < 0 --> South
%            lon > 0 --> east, lon < 0 West
% For Sphere when index=1 or empty, for ellipsoid when index =2.
% SPHERE, index = 1
% For the projection as normally used, with two standard parallels
% the equation for the sphere may be written as follows:
% x = ro sin(teta) [meter]
% y = ro0 - ro cos(teta)  [meter]
% The input parameters required to calculate x and y are:
% lon0 & lat0 [deg]: the lat and lon of the origin of the area of 
% interest lat1 & lat2 [deg]: standard parallels (e.g for Italy
% should be lat1=38 & lat2 = 46)
% lon and lat [deg]: coordinates of the point to project
%
%
% ELLIPSOID
% The ellipsoidal formulas (Clark) are essentials when applying

% the Lambert Conformal Conic to mapping at large scale

% (1:5000000).The equation for the ellipsoid is:
% x = ro sin(teta)    [meter]
% y = ro0 - ro cos(teta)   [meter]
% The input parameters required to calculate x and y are:
% lon0 & lat0 [deg]: the lat and lon of the origin of the area of 
% interest lat1 & lat2 [deg]: standard parallels (e.g for Italy

% should be lat1=38 & lat2 = 46)
% lon and lat [deg]: coordinates of the point to project
%
% Ref. Map Projection - A working Manual, John P. Snyder, U. S.

% Geological Survey professional paper, Washington, 1987
%
% Author G. Pennucci 
% NATO Undersea Research Centre
% La Spezia, 11 June 2010, Italy
if index == 1
    %disp('Lambert Conformal Conic Projection for sphere.')
    R = 6370997; % [m]
    n = log(cos(deg2rad(lat1))/cos(deg2rad(lat2)))/log(tan(deg2rad(45)+...
        (deg2rad(lat2)/2))/tan(deg2rad(45)+(deg2rad(lat1)/2)));
    F1 = cos(deg2rad(lat1));
    F2 = (tan(deg2rad(45) + deg2rad(lat1)/2)^n);
    F = F1*(F2)/n;
    ro0 = R * F/(tan(deg2rad(45) + deg2rad(lat0)/2))^n;
    ro = R * F / (tan(deg2rad(45)+deg2rad(lat)/2))^n;
    teta = n*(rad2deg(deg2rad(lon))-rad2deg(deg2rad(lon0)));
    x = ro*sin(deg2rad(teta));
    y = ro0 - ro * cos(deg2rad(teta));
end
if index == 2
    %disp('Lambert Conformal Conic Projection for ellipsoid.')
    a = 6378206.4; %[m]
    e = 0.0822719;
    e2 = 0.00676866;
    m1 = cos(deg2rad(lat1)) / (1-(e2*sin(deg2rad(lat1))^2))^0.5;
    m2 = cos(deg2rad(lat2)) / (1-(e2*sin(deg2rad(lat2))^2))^0.5;
    t1A = 1 - (e*sin(deg2rad(lat1)));
    t1B = 1 + (e*sin(deg2rad(lat1)));
    t1 = tan(deg2rad(45) - deg2rad(lat1/2)) / ((t1A/t1B)^(e/2));
    t2A = 1 - e*sin(deg2rad(lat2));
    t2B = 1 + e*sin(deg2rad(lat2));
    t2 = tan(deg2rad(45) - deg2rad(lat2/2)) / ((t2A/t2B)^(e/2));
    t0A = 1 - e*sin(deg2rad(lat0));
    t0B = 1 + e*sin(deg2rad(lat0));
    t0 = tan(deg2rad(45) - deg2rad(lat0/2)) / ((t0A/t0B)^(e/2));
    n = log(m1/m2) / log(t1/t2);
    F = m1/(n*(t1^n));
    ro0 = a*F*t0^n;
    tA = 1 - e*sin(deg2rad(lat));
    tB = 1 + e*sin(deg2rad(lat));
    t =tan(deg2rad(45) - deg2rad(lat/2)) / ((tA/tB)^(e/2));
    ro = a*F*t^n;
    teta = n * (lon-lon0);
    x = ro * sin(deg2rad(teta));
    y = ro0 - ro * cos(deg2rad(teta));
end
if index ~= 1 && index ~= 2
    disp('Unknown method.')
end
Annex B
B.1 Covariance evaluation 
As described in Chapter 3, the covariance analysis can be performed both in the spatial-domain (see B.1.1) than in the spatial-temporal domain (B.1.2). This depends on the available data and on the desired result. 

B.1.1 MATLAB function for spatial covariance evaluation 

In this paragraph we present the MATLAB function that we have used to evaluate the spatial covariance.
function [C, cf, r, data] = SPATIAL_C(data, LON, LAT, dr, mean_field)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% This function evaluates the covariance of a satellite image
% Spatial covariance. It requires the following inputs:
% 1. data image (a N x M matrix), NOTE THAT: this matrix have to 

% be without NaN pixel (they have to be replaced with a mean);
% 2. the latitude/longitude information of data (2 vectors): LON 
% (1xM) and LAT(1xN);
% 3. the resolution in degrees (typically dr = 0.05);
% 4. the mean field that was retrieved applying the anisotropic 
% diffuse operator (that preserves fronts/shapes).
%
% Authors: Giuliana Pennucci and Alberto Alvarez
% NATO Research Centre - NURC
% La Spezia, Italy
% 17 Feb 2011 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
[RI, CI] = size(data); 
lon0 = mean(LON);lat0 = mean(LAT);
lat1 = min(LAT);lat2 = max(LAT);
% Lambert projection
for i = 1:length(LON)
    for j = 1:length(LAT)
        [x(i), y(j)] = ll2lambert(lon0, lat0, lat1, lat2, LON(i), LAT(j), 1);
    end
end
X = repmat(x,RI,1);x=X(:);
Y = repmat(y',1,CI);y=Y(:);
% Spatial covariance
T_vm = nanmean(nanmean(data));
[I] = isnan(data);
data(I) = T_vm;
mask_T = ones(size(data,1),size(data,2));
mask_T(I) = 0; % land/clouds are 0
[I1] = find(mask_T < 1);
mask_T(I1) = 0;
data = data-mean_field;
data = data(:);
tmp = data-nanmean(data);
C = tmp*tmp';
% Decorrelation length
Xc = ones(length(x),1)*x';
Yc = ones(length(y),1)*y';
Rd = sqrt((Xc'-Xc).^2+(Yc'-Yc).^2);
dr = dr*max(Rd(:));
r = 0:dr:0.9*max(Rd(:));
clear cf
i = 1;
cf = NaN*ones(1,length(r));
for rbinx = r
    Ix = findinrange(Rd(:),rbinx+dr*[-0.499 0.5]);
    if (i==1)
        cf(i) = mean(diag(C));
    else
        cf(i) = (mean(C(Ix))) ;
    end
    i = i+1;
end
I=~isnan(cf);
cf=cf(I);
r=r(I);
B.1.2 MATLAB function for spatial-temporal covariance evaluation 

In this paragraph we present the MATLAB function that we have used to evaluate the spatial-temporal covariance.
function [C] = covariance(data_box, Isea, sensor_noise)
%This function evaluates the covariance (in temporal domain) of

% time series satellite data. It requires the following inputs:
% 1. data_box (an N x M x B hypercube: lon, lat and time)
% NOTE: that data-set have to be preliminary processed with a mask 
% in order to have for each frame NaN (land and clouds) and good %pixel (sea)
% 2. Isea to define just the sea pixel
% 3. Sensor noise: satellite standard deviation
%
% Reference: [1]   G. S. E. Lagerloef and R.L. Bernstein,Empirical % Orthogonal Function Analysis of Advanced Very High Resolution

%Radiometer Surface Temperature Patterns in Santa Barbara

%Channel, Journal of Geophysical Research, Vol. 93, n. C6, pages %6863-6873, June 15, 1988.
%
% Authors A. Alvarez and G. Pennucci 
% NATO Undersea Research Centre
% La Spezia, 11 June 2010, Italy 
for i = 1:size(data_box,3)
    d = data_box(:,:,i);
    traj(i,:) = d(Isea)';
end
T = traj;
T_mean = mean(traj);
T = T-ones(size(data_box,3),1)*T_mean;
% Covariance
Cov = (T'*T)/(size(data_box,3)-1);
[V, D] = eig(Cov);
I = find(diag(D)>0);
D = D-sensor_noise^2*eye(size(D))./length(I);
I = find(diag(D)<=0);
D(I,I) = 0;
C = V*D*V';
B.1.2 MATLAB function for merging 

In this paragraph we present the MATLAB function that we have used to merge in situ data with a satellite data (using the covariance statistical analysis).
function [D] = MERGING(data_box, Isea, C, W, Sigma_v, III, IS) %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
 % Merging for the spatio-temporal case
 % Function to merge satellite time-series data with insitu  
 % It requires the following inputs:
 % 1. data_box: satellite data pixels (X,Y and time) 
 % 2. Isea: index that define the sea pixel
 % 3. C: temporal covariance  
 % 4. W: 
 % 5. Sigma_v: 
 % 4. IS: index that define the image that matchs the in situ
 % 5. III: value of the insitu observation
 % Output:
 % 1. D: the merging result
 %
 % Written by G. Pennucci and A. Alvarez
 % NURC, La Spezia
 % March 2011
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
for i = 1:size(data_box,3)
    d = data_box(:,:,i);
    traj(i,:) = d(Isea)';
end
T = traj;
T_mean = mean(traj);
XT = T_mean'+C*W'*pinv(W*C*W'+Sigma_v)*([traj(IS,:)';III]-W*T_mean');
D = NaN*ones(size(data_box(:,:,1)));
D(Isea) = XT;
function [data_merged] = MERGING_IMAGE(data, Isea, LON, LAT, mean_field, lonV, latV, valV, param_model, std_obs, std_sat)
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
 % Merging for the spatial case
 %
 % Written by G. Pennucci and A. Alvarez
 % NURC, La Spezia
 % Febrary 2011
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[RI, CI] = size(data); 
lon0 = mean(LON);lat0 = mean(LAT);
lat1 = min(LAT);lat2 = max(LAT);
% Lambert projection
for i = 1:length(LON)
    for j = 1:length(LAT)
        [x(i), y(j)] = ll2lambert(lon0, lat0, lat1, lat2, LON(i), LAT(j), 1);
    end
end
X = repmat(x,RI,1);
Y = repmat(y',1,CI);
x = X(:);
y = Y(:);
Z = data(Isea);
X = X(Isea);
Y = Y(Isea);
mean_field = mean_field(Isea);
% In Situ data
[Xa, Ya] = ll2lambert(lon0, lat0, lat1, lat2, lonV, latV, 1);
mask = mascara(X',Y',Xa',Ya', param_model(2));
% Param_model is Gaussian
[H_sat, Z] = Matrix_Obs_Sat(Z, mask);
Z = [Z;valV]; %add new observations (for the moment random values)
I_sat = find (mask == 1);
% Compute distances of in situ observations to the center of the pixel
D = distanceAA([X(I_sat)';Y(I_sat)'],[Xa;Ya]);
[f, I] = min(D); 
H_in = zeros(1, length(I_sat));
H_in(1,I) = 1;
H_sat = eye(length(I_sat));
W=[H_sat;H_in];
% Inverse of the diagonal covariance matrix from observations
Sigma_vi=eye(length(Z(:)))/std_obs^2;
Sigma_vi(1:size(H_sat,1),1:size(H_sat,1)) = eye(length(size(H_sat,1)))/std_sat^2;
Sigma_xi= pinv(Matrix_Cov_Sat(x,y,mask,0,'Exponential',param_model));
Sigma_ei=(W'*Sigma_vi*W+Sigma_xi);
Sigma_e=pinv(Sigma_ei);
rhs = (W'*Sigma_vi*Z+Sigma_xi*mean_field(I_sat));
estimated_field = H_sat'*(Sigma_e*rhs);
Sigma_estimated_field = Sigma_e;
data_merged = data;
data_merged(Isea(I_sat)) = estimated_field;
Annex C

C.1 AERONET-OC Venice Acqua Alta Results 
In this Annex we present the monthly statistic analysis on the AERONET site that can be used to identify the best locations of in situ sampling for the selected area and to define where the in situ data should be collected in order to have the best results for calibration and validation of satellite products. Figures below show the results retrieved from the month of February to the month of December.
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Figure 26:  Statistical analysis for the month of February. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 27:  Statistical analysis for the month of March. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.

[image: image109.jpg]Historical Map (pixel standard dey




[image: image110.jpg]Mornthly mean time-series

£ 453

124 125
Latitude

1 15 2 25 3 35 4




[image: image111.jpg]Spatio-temporal Covariance (diag)

500 1000 1500 2000 2500 3000 3B00 4000



[image: image112.jpg]45.55
455
45.45
454
4535
453

Latitude

4525
452
45.15
451
45.05

Uncertainty Index Map

15

1.4

12

08

06

0.4

02

12]
122 123 124 125 126 127
Longitude





Figure 28:  Statistical analysis for the month of April. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 29:  Statistical analysis for the month of May. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 30:  Statistical analysis for the month of June. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 31:  Statistical analysis for the month of July. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 32:  Statistical analysis for the month of August. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 33:  Statistical analysis for the month of September. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 34:  Statistical analysis for the month of October. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 35:  Statistical analysis for the month of November. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 36:  Statistical analysis for the month of December. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
C.2 MOBY Hawaii Results 
In this Annex we present the monthly statistic analysis on the MOBY site that can be used to identify the best locations of in situ sampling for the selected area and to define where the in situ data should be collected in order to have the best results for calibration and validation of satellite products. Figures below show the results retrieved from the month of February to the month of December.
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Figure 37:  Statistical analysis for the month of February. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 38:  Statistical analysis for the month of March. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 39:  Statistical analysis for the month of April. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 40:  Statistical analysis for the month of May. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 41:  Statistical analysis for the month of June. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 42:  Statistical analysis for the month of July. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 43:  Statistical analysis for the month of August. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 44:  Statistical analysis for the month of September. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 45:  Statistical analysis for the month of October. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 46:  Statistical analysis for the month of November. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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Figure 47:  Statistical analysis for the month of December. (a) Historical Map, (b) time series mean, (c) Covariance (diagonal) (c) Uncertainty Map.
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